EK381 Probability, Statistics, and Data Science for Engineers Boston University
Prof Carruthers Summer 2025

Homework 9: finish by 6/23

Reading: Notes: Chapter 7 -9 Videos: 7.1-9.2

Problem 9.1 (Video 7.1, 7.2, 7.3, 8.1, 8.2, ) For each of the scenarios
below, determine the requested quantities. (You should be able to do this without any long
calculations or integration.)

(a) Assume that X is Uniform(1,3), V is Gaussian(1,1), X and V are independent, and ¥ =
X + V. Determine the LLSE estimator of X given ¥ = y and the corresponding mean-
squared error.

(b) We would like to create a scalar LLSE estimator for X using either Y, Y, or Y3. Us-
ing the correlation coefficient matrix below, determine which of Y7, Ys, or Y3 will result
in the smallest mean-squared error. Once you have chosen your variable, determine the
corresponding scalar LLSE estimator and its mean-squared error. You may assume that

E[X] = E[Y1] = E[Y3] = E[Y3] = 0, Var[X] = 4, and Var[Y;] = Var[Y3] = Var[Y3] = 1.

PX.X PX)Y: PXY: PX)Y3 1 04 07 -0.8
_lpvix pvivi Pviye Pyviys| | 04 1 0.5 -0.3
p= PYa X PYayi PYaYe Pvavs| | 0.7 05 1 —0.6
PYs, X PYsY1 PYs3Ya PYsYs -0.8 —-0.3 —-0.6 1

(¢c) With the same scenario as in part (b), now we would like to create a vector LLSE es-
Y1
timator for X from Y = |[Y2|. Recall that the vector LLSE formula is Z11sg(y) =
v )
E[X] + ZxyEy (y — E[Y]). Your job is to use the parameters from part (b) to specify
the values of E[X], E[Y], ¥xy, and Zy. You do not need to carry out the matrix inverse
or the matrix-vector multiplications, just specify the requested vectors and matrices.

(d) Let Xi,Xo,...,X400 be a collection of continuous, independent, identically distributed
continuous random variables, each of which is uniformly distributed over [—5,5]. Let
Y = 45 S1%(X;)3. Compute E[Y] and Var[Y]. (This means you need to numerically
evaluate at least one integral.)

(e) Let X1, Xa,..., X100 be a collection of continuous, independent, Exponential(%) random
variables. Let Y = 715 1% X;. Use the Central Limit Theorem to estimate P[Y < 1.9).
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Problem 9.2 (Video 8.1, 8.2, 9.1, 9.2, Lecture Problem)
Let X1,...,X,, beii.d. random variables with PMF

1/2 z=2
Px(z)=4q1/2 x=4
0 otherwise.

Let Sg()o = X1+ -+ X300-

(a) Determine the mean of and variance of Ssgp.

(b) Use the Central Limit Theorem approximation to estimate the probability
IF’HS;;OO —F [5300” > 40]. You can leave your answer in terms of the standard normal CDF
D(z).

(¢) Suppose you did not know the PMF Px(z), but you knew that the standard deviation of
the random variables X} was one. You measure X1, ..., X300 and compute the sample mean
M3 = 3—(1)0 Zio:ol Xi. Find a symmetric confidence interval for the true mean around the
observed value Mszgy with confidence level 0.95.

Use the following assumptions: Q(1.28) = 1 — ®(1.28) = 0.1; Q(1.645) = 1 — $(1.645) =
0.05; Q(1.96) =1 — ®(1.96) = 0.025.

(d) Suppose you also did not know the standard deviation, but you were able to compute the
sample variance of the 300 samples X} as V3gp = 1.21. Find a symmetric confidence interval
for the true mean around the observed value Msgg with confidence level 0.95.

Use the following assumptions: if W has a t-distribution with 299 degrees of freedom, its
CDF satisfies: Fyy(—1.9679) = 0.025; Fyy (—1.65) = 0.05; Fyy(—1.2844) = 0.10.

Problem 9.3 (Video 9.1, 9.2, Lecture Problem)

You are trying out a new cholesterol drug with a control group, consisting of 50 samples, and
an experimental group, consisting of 100 samples. The variance is believed to be 02 = 1 in
the control group and o5 = 1.44 in the experimental group. For the control group, you obtain

sample mean M, 5((1)) = 7.9 and for the experimental group you obtain sample mean M1((2)2) =17.5.
You may find one or more of the following values useful:

®(—1.96) = Q(1.96) = 0.025; ®(—1.645) = Q(1.645) = 0.05; B(—1.282) = Q(1.282) = 0.1

Fr,s(—2.0096) = 0.025; Frp,,(—1.677) = 0.05; Fr,,(—1.299) = 0.1;
Fr,o(—1.984) = 0.025; Fr,,(—1.66) = 0.05; Fr,,(—1.29) = 0.1;

(a) Which is larger, Var[Mé(l))] or Var[Ml(g())]?

(b) Construct a confidence interval for the mean of the experimental group with confidence level
0.9.

(c) How many samples would we need in the experimental group so that the interval [7.5 —
0.1645, 7.5 + 0.1645] has 0.9 confidence of containing the true mean?



Problem 9.4 (Video 9.1, 9.2)

You measure the sulfate concentration in the local water reservoir over 9 consecutive days and
obtain values X7, ..., X9, which are assumed to be i.i.d. Gaussian. (The units are mg/L and
omitted below.) The sample mean is My = 6.1 and the sample variance is Vo = 0.36.

Let W have a t-distribution with 8 degrees-of-freedom. You can assume the following values are
available:

o Fyy(—1.4) = ®(—1.3) = Q(1.3) = 0.1, Fy(1.4) = ®(1.3) = 0.9
o Fyy(—1.9) = ®(—1.6) = Q(1.6) = 0.05, Fyy(1.9) = ®(1.6) = 0.95
o Fiyy(—2.3) = ®(—2.0) = Q(2.0) = 0.025, Fyy(2.3) = ®(2.0) = 0.975

(a) Construct a confidence interval for the mean with confidence level 0.9.
(b) Construct a confidence interval for the mean with confidence level 0.95.

(c) Say you also go out on the 10" day and collect measurement X19 = 5. What is the new
sample mean Miy?



